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Abstract

Background: Biclustering has been utilized to find functionally important patterns in biological problem. Here a
bicluster is a submatrix that consists of a subset of rows and a subset of columns in a matrix, and contains
homogeneous patterns. The problem of finding biclusters is still challengeable due to computational complex
trying to capture patterns from two-dimensional features.

Results: We propose a Probabilistic COevolutionary Biclustering Algorithm (PCOBA) that can cluster the rows and
columns in a matrix simultaneously by utilizing a dynamic adaptation of multiple species and adopting
probabilistic learning. In biclustering problems, a coevolutionary search is suitable since it can optimize
interdependent subcomponents formed of rows and columns. Furthermore, acquiring statistical information on
two populations using probabilistic learning can improve the ability of search towards the optimum value. We
evaluated the performance of PCOBA on synthetic dataset and yeast expression profiles. The results demonstrated
that PCOBA outperformed previous evolutionary computation methods as well as other biclustering methods.

Conclusions: Our approach for searching particular biological patterns could be valuable for systematically
understanding functional relationships between genes and other biological components at a genome-wide level.

Background
Since many biological data could be represented as a two-
dimensional matrix, it is important to find the hidden
structure contained within such a structure. Here, the hid-
den structure can mean the clusters embedded in the sub-
space in a high-dimensional dataset [1]. The problem of
finding these structures can be solved using biclustering,
which is also known as coclustering or block clustering
[2-5]. A bicluster is a submatrix that consists of a subset of
the rows (e.g., genes) and a subset of columns (e.g., condi-
tions) in the matrix. The purpose of biclustering is to find
the submatrix that consists of homogeneous elements in
rows, columns, or both. Biclustering has been applied to

diverse areas such as frequent itemsets, information retrie-
val, and gene expression analysis [4,6].
Biclustering has been intensively studied in molecular

biology research, as the expression levels of thousands of
genes can be measured experimentally using microarrays
[7]. DNA microarray data are represented as a matrix of
expression levels of genes under different conditions cor-
responding to a set of rows and a set of columns. Here,
the conditions usually include the environment, diseases,
and tissues. The biclustering algorithm tries to find a sub-
set of the genes representing similar behavior under multi-
ple conditions. The biclustering problem is known as an
NP-hard combinatorial problem [2].
Biclustering problems are more complex than one-way

clustering problems, because of the coupled landscapes
of their search space. Biclustering problems may reflect
the issues encountered in evolving the interdependent
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subcomponents considered in coevolutionary learning. In
biclustering problems, the rows and columns of a matrix
can be considered as interdependent subcomponents. If a
biclustering algorithm is permitted to interact between
these subcomponents, then it can search efficiently in a
coupled landscape. For example, Potter and De Jong sug-
gested the potential problem-solving capability of coop-
erative coevolutionary systems [8,9] and following study
of Zaritsky and Sipper presented good results for the
Shortest Common Superstring (SCS) problem, using a
cooperative coevolutionary algorithm [10].
Here, we propose a Probabilistic COevolutionary

Biclustering Algorithm (PCOBA) to find functional
groups of genes and corresponding conditions from
microarray datasets. It is based on the concept of coevo-
lutionary learning and probabilistic searching. The most
distinctive idea of PCOBA is that it decomposes the
entire search space into subcomponents to discover hid-
den patterns in the matrix. In this algorithm, two popu-
lations, corresponding to a subset of rows and a subset
of columns, are maintained. Coevolutionary learning
evolves the two different populations within the context
of each other [11-13]. PCOBA guides these populations
towards the minimum of the objective function repre-
senting the quality of the biclusters through cooperation
between two populations.
When applied to synthetic datasets and the microarray

data of yeast, the results demonstrate PCOBA incorpor-
ating probabilistic searching improves its ability of find-
ing biclusters. The resulting patterns are well enriched
to known annotations that are consistent with biological

knowledge. Our approach for searching important biolo-
gical patterns could be utilized to find the uncovered
relationships between genes and other biological compo-
nents at a genome-wide level.

Methods
Biclustering of microarray data
In gene expression data, it is defined as a subset of genes
and a subset of the conditions. Let G = {g1, g2, ..., gN} be a
set of genes and C = {c1, c2, ..., cM} be a set of conditions,
such as different tissue samples. The data can be repre-
sented as an N × M matrix with real values, denoted as E.
Here each entry, eij, in E indicates the expression level of a
gene, gi, under a specific condition, cj.
Let I be the set of row indices belonging to a row cluster,

and J be the set of column indices belonging to a column
cluster, where I ⊆ {1,...,N} and J ⊆ {1,...,M}. Thus, a biclus-
ter is a submatrix, B = (I, J), |I|≤N and |J|≤M, where I and
J indicate the set of genes (rows) and conditions (col-
umns), respectively. The volume of a bicluster, (I, J), is
defined as the number of entries, eij, i Î I and j Î J.
An example of a data matrix, E, and a bicluster, (I, J), is

shown in Figure 1. In this example, the bicluster could be
B = ({g1, g2, g5, g8}, {c2, c3, c5}) in the expression matrix.
To find a bicluster with the required quality, we first

consider the mean squared residue (MSR), as proposed
by Cheng and Church [2]. This is the squared mean
residue of all the elements in a submatrix, (I, J),

HIJ =
1

|I||J|
∑
i∈I,j∈J

h2ij,

Figure 1 Example of biclustering. The rows represent genes and the columns represent conditions. All the elements in the bicluster are
highlighted in gray.
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where hij is the residue of an element eij in the biclus-
ter determined by index sets I and J. The residue of an
element eij is defined as

hij = eij − eiJ − eIj + eIJ.

The residue is the difference between the actual value
of an entry and the expectation value of an entry. As
the residue of an entry decreases, its coherence in its
rows and columns gets stronger. Here

eiJ =

∑
j∈J

eij

|J| , eIj =

∑
i∈I

eij

|I| , eIJ =

∑
i∈I,j∈J

eij

|I||J| ,

where eiJ indicates the mean of the entries in row i, of
which column indices are in J. eIj indicates the mean of
the entries in column j, of which row indices are in I. eIJ
is the mean of all the entries in the submatrix consisting
of I and J.
If only MSR is applied to measure the quality of a

bicluster, then the trivial biclusters, such as biclusters
showing no fluctuation in expression level can be found.
The raw variance reject any trivial biclusters as follows,

VIJ =
1

|I||J|
∑
i∈I,j∈J

(eij − eiJ)
2.

By adding this term to an objective function, it is pos-
sible to detect fluctuations in the gene expression levels
under some conditions or samples.
To find a bicluster, we present the objective function

to minimize it by employing some characteristics.

• Minimizing the mean squared residue, HIJ. If a
mean squared residue of a specific bicluster has
lower than a parameter value, δ, then its bicluster is
denoted as δ-bicluster.
• Maximizing variance, coupled with highly coherent
biclusters.
• Maximizing volume, which means a large number
of genes and conditions.

Probabilistic coevolutionary biclustering
Various attempts have been made to find biclusters in
microarray data [2,14-16]. Several evolutionary algo-
rithms for biclustering have also been proposed. Bleuler
et al., introduced an evolutionary algorithm coupled
with previous biclustering algorithms [17]. Mitra et al.,
proposed a multi-objective evolutionary biclustering
algorithm incorporating local search strategies [18].
They demonstrated that evolutionary algorithms can
successfully improve the quality of biclusters. The search
strategy of our algorithm is different from those using

conventional operators. Our algorithm utilizes the global
statistical information of two cooperative populations so
that its ability to search biclusters is more effective. The
key idea is that the algorithm coevolves two populations
for a gene set and a condition set, as the one is adapted
cooperatively to the other.
The pseudo code of PCOBA is shown in Figure 2.

Each individual in the population of the gene (or condi-
tion) sets is encoded using binary vectors that represent
a subset selected from the gene (or condition) set. The
fitness of each individual is determined by the degree of
cooperation between the selected one and individuals of
the other population. The two populations are updated
using statistical information extracted from the previous
populations and mutation operator. After setting the
parameters, the initial populations, PopG of size μ and
PopC of size ν, are created randomly from the gene sets
and the condition sets. Each individual is evaluated by
measuring the fitness functions. Then, sets of the best
individuals, Sg and Sc are selected from the current
populations. Next, the probabilities PG and PC are
updated using the update rule based on the distribution
of the selected individuals. Populations of the next gen-
eration are generated based on the current updated
probability vectors.
Coevolutionary optimization
The population of the gene set, PopG and that of the
condition set, PopC consist of {x1, x2, ..., xμ} and {y1,
y2, ..., yν}, respectively. Here, each individual xi is

encoded by a binary string, (x1i , x
2
i , . . . , x

N
i ) ∈ {0, 1}N ,

that represents the presence of several genes among a
set of genes, {g1, g2, ..., gN}.
In addition, yj for a given set of conditions is encoded

in the same way as xi is. Therefore, the total search
space is Ω = {0, 1}N + {0, 1}M. A bicluster, (I, J), is
an index with a value = 1 in (xi, yj) pair, i = 1,...,N and
j = 1,...,M.
Fitness evaluation
The score function is designed to measure the quality of
a bicluster [19]. The minimum score denotes the best
quality that should have a low mean squared residue,
high variance, and large volume. This bicluster may
satisfy that the expression patterns of many genes are
similar in many different conditions.
It consists of three terms, as follows

Score
(
xi, yj

)
= RESIJ + VARIJ + VOLIJ

First, RES indicates the residue score, and is measured by

RESIJ =

{ HIJ

δ
if HIJ > δ

1 else.
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If HIJ is greater than δ, then RES reflects the mean
squared residue, else it is set as a constant. Here δ is
predefined by user. When RES is a constant, the fitness
can concentrate more on the variance and volume
terms.
Second, the variance term is

VARIJ = wb • 1
VIJ

.

Here, wb is a parameter controlling the variance term
among all the terms.
Finally, the volume term is

VOLIJ = wv •
(
wg • |I|

N
+ wc • |I|

M

)
.

Here, wv is a control parameter used to set an impor-
tance to the volume term among the terms. The terms

wg and wc are weight parameters used to keep a balance
between the genes and conditions.
The fitness of each individual is measured from the

scores defined in previous equation, and is obtained
when it forms the complete solution (i.e., the bicluster)
with an individual of the other species. An individual of
the other species is referred to as a “collaborator’’. The
fitness of an individual xi is

F (xi) = min Score
(
xi, yi

)
, j = 1, ...,M.

and that of yj is

F
(
yi
)
= min Score

(
xi, yi

)
, i = 1, ...,N.

The minimum score determines the fitness of each
individual when it is combined with individuals from
the other population. In terms of coevolution, indivi-
duals are adapted cooperatively to the other population.

Figure 2 Probabilistic coevolutionary biclustering algorithm. Pop(G) is a population for gene set and Pop(C) is that for condition set.
Individuals, xi and yj are evaluated and the bests are selected. The probability vectors of two populations, PG and PC are updated and new
populations are generated by sampling and mutation in each iteration. Each parameter indicates: δ (cutoff of residue score); μ and ν (initial size
of gene and condition population); wb and wv (parameters controlling the variance and volume); wg and wc (parameters keeping a balance
between the genes and condition); a and b (parameters controlling update of probability); Sg (best individuals in genes); Sc (best individuals in
conditions, respectively).
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Here, it may be not necessary to evaluate the fitness to
calculate the scores between all the x and y pairs. If the
algorithm calculates all the scores of the pairs to select
the best collaborator, then the evaluation cost will be
high. To reduce the evaluation cost, we applied the fol-
lowing strategy. The algorithm selects the number of R,
R≤M, randomly for each yj, and then it calculates their
scores. Thus, the total number of evaluations is reduced
by R⋅ν in each generation. Since this strategy can affect
performance, appropriate R value (> = 10% of M) should
be carefully chosen.
Probabilistic update of a population
The next population is generated by sampling with a
probabilistic distribution and mutation operator. While
the probabilistic update of populations utilizes statistical
information from the previous generation, the mutation
operator involves utilizing the location information in
the solution space. A strategy related to the combination
of an EDA and a conventional operator [20,21] can
improve the performance with regards to the optimality
and convergence of conventional genetic algorithms.
In probabilistic learning, two populations, Pop(G) and

Pop(C), maintain probability vectors, PG =
(
p1g , p2g , ..., p

N
g

)
for the gene set Pop(G) and PC =

(
p1c , p2c , ..., p

M
c

)
for the

condition set Pop(C), respectively. The initial vector has a
uniform distribution. The probabilities are updated using
the following equations,

pig = (1 − α) · pig + α ·

Sg∑
k=1

xik

Sg
and

pjc = (1 − β) · pjc + β ·

Sc∑
k=1

yjk

Sc
,

where a Î (0, 1) and b Î (0, 1) are the parameters for
controlling the updates. This updating rule is similar to
the population-based incremental learning (PBIL) algo-
rithm [22]. In each generation, two sets of best indivi-
duals, Sg and Sc are selected based on the fitness, and
each probability is updated based on the fraction of the
number, ones in the selected individuals. This probabil-
istic model for generating the next population is rela-
tively simple.
We applied an additional mutation operator to gener-

ate offspring because it could be helpful for increasing
the diversity of population. The number of individuals
selected for mutation was different from Sg and Sc, and
was set to maintain a sufficient selection pressure. Thus,
half of the population size was generated by a probabil-
ity distribution, and the other half was generated by a
mutation operator.

Other evolutionary algorithms
Here, we describe three different types of algorithm for
comparison with other evolutionary algorithms.
Genetic algorithm (GA)
The genotype of a bicluster is a continuous bit string,
(x1i , x

2
i , . . . , x

N
i , y

1
i , y

2
i , . . . , y

M
i ) . Here, reproduction and

mutation are used as genetic operators. A crossover
operator was not applied in this study, since a crossover
operator tends to form biclusters with a high volume,
which interrupts to obtain good solutions. In reproduc-
tion, individuals were selected using a proportional
selection. The population size was 100, and the muta-
tion rate was set to 0.05.
Coevolutionary genetic algorithm (CGA)
Unlike a conventional genetic algorithm, the genotype of
a bicluster is not a continuous bit string. The genotype
of a CGA is separated into two parts. The genetic
operators are the same as the genetic algorithm, and the
method of evolution is the same as the PCOBA.
Estimation of the distribution algorithm (EDA)
The encoding of individuals here was the same as in the
genetic algorithm. However, the next population was
generated from a probability vector based on the PBIL
algorithm and a mutation, such as the PCOBA. The
probability vector was (p1g , p

2
g , ..., p

N
g , p

1
c , p

2
c , ..., p

M
c ) .

Results
Experimental data preparation and parameter setting
We performed experiments to show the performance of
PCOBA, including both synthetic datasets and a yeast
gene expression dataset. The synthetic datasets are Ea,
Eb, and Ec, which were noisy matrices like gene expres-
sion datasets. They had embedded homogenous block
structures like submatrices coupled between genes and
conditions. Their matrices were filled with random
values ranging from 0 to 500, and then a fixed number
of clusters were embedded. First, we examined whether
the proposed PCOBA could find the single homoge-
neous block structure from Ea which embeds only one
bicluster. Ea is the noisy matrix of 100 rows × 20 col-
umns with single structure of (16 × 9).
Furthermore, we studied if PCOBA were able to find

the multiple homogeneous block structures in Eb

embedding multiple biclusters. Although the volumes of
datasets were relatively small, it could be difficult to find
biclusters if a block is very homogeneous. Therefore, to
make these kinds of matrices, we designed a block
structure embedding more homogeneous blocks. Eb

contains three different structures (16 rows × 9 col-
umns, 10 rows × 5 columns, and 10 rows × 10 columns)
in the noisy matrix of 100 × 20. These structures were
less than δ = 20. Here, δ is the threshold of residue
score and lower score means high quality biclusters.
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The Ec was used to examine the ability of finding a
bicluster from a higher dimensional dataset. Real data-
sets, such as gene expression data, are composed of
large dimensional matrices. In general, if the dimension
of a matrix gets larger, then the volume of the biclusters
is increased. In addition, the matrix contains a higher
number of biclusters. We designed the synthetic dataset,
Ec, considering these conditions. Ec is a 1,500 × 30
matrix that contained three 100 × 15 structures. All the
block structures were less than δ = 300.
The real datasets were gene expression profiles of

yeast microarrays. Typically, a microarray experiment
assesses the expression of a large number of genes
under various conditions. These conditions may be a
time series during a biological process, or a collection of
different tissue samples, e.g., normal versus tumor tis-
sues. The performance of our proposed algorithm was
measured using the cell cycle expression data of a yeast
Saccharomyces cerevisiae that was obtained from Tava-
zoie et al., [23]. The matrix dataset contains expression
levels of 2,884 genes (rows) under 17 conditions (col-
umns). In this matrix, missing values were replaced by
sampled random numbers from a uniform distribution
between 0 and 600.
The experimental parameters are listed in Table 1 (see

Methods section). In the case of a dataset with large
dimensions, we gave much weight to the volume term.
In addition, we gave much weight to the gene rather
than condition of the volume term. The terms Sg and Sc
corresponded to 20% of the population size. The selec-
tion ratio of the best individuals for mutation was set to
50%, and the mutation rate was set to 0.01. These values
were chosen empirically as the result of multiple runs.
For example, when a and b were small, the algorithm
showed a stable performance on the whole.

Searching biclusters using the PCOBA
We observed the characteristics on optimization, while
PCOBA was running with parameter setting of Table 1.

Figure 3 shows the simulation results of PCOBA using
the synthetic dataset, Ea. The fitness decreased rapidly
during the first 20 generations. The score curve was simi-
lar to the fitness curve. This means that PCOBA concen-
trated on the mean residue score by about the 20th
generation. In Figure 3(c), the variance is seen to increase
after about 20 generations. Although the variance fluctu-
ated over the generation in each run, the general trend is
revealed by plotting averages of variants. The volume
curve is shown in Figure 3(d). After the algorithm
reached a minimum volume, then the volume size
increased continually. Here, though we demonstrated an
optimization process with Ea dataset, PCOBA also tends
to be similar characteristics using other dataset.

Comparison with other evolutionary algorithms
In this section, we present a comparison of the perfor-
mance between PCOBA and other evolutionary algo-
rithms. The purpose of this comparison was to analyze
the effect of coevolution, an estimation of the distribu-
tion, and finally the potential synergy of two different
strategies.
We applied four different algorithms, including

Genetic Algorithm (GA), Coevolutionary Genetic Algo-
rithm (CGA) [11], Estimation of the Distribution Algo-
rithm (EDA) [24] and the proposed PCOBA, to the
synthetic datasets. For a fair comparison, the number of
evaluations was the same for all algorithms. First, the
runs for the Ea and Eb datasets were terminated after
the following iterations. For GA and EDA, the number
of iterations was set to 100 populations × 1,000 genera-
tions. For CGA and PCOBA, it was set to 100 popula-
tions × 10 selected genes × 100 generations. Here 10
selected genes correspond to R value (see Methods sec-
tion) to reduce the evaluation cost. Second, the number
of iterations for the Ec dataset was set to 1,000 popula-
tions × 1,000 populations for GA and EDA. For CGA
and PCOBA, it was set to 1,000 populations × 10
selected genes × 100 generations.

Table 1 Parameter setting of PCOBA

Parameter Description Artificial dataset Real dataset

μ Pop. size for genes 100 (1000) 1000

ν Pop. size for conditions. 50 100

MaxGen Maximum generation 100 (200) 500

δ Cutoff of residue score 20 (300) 250

wb Controlling the variance 0.5 0.5

wv Controlling the volume 10 (30) 30

wg Keeping a balance between 0.9 (0.8) 0.8

wc gene and condition 0.1 (0.2) 0.2

a, b Controlling update of probabilities. 0.2, 0.2 0.2, 0.2

Sg, Sc Size of best individuals in genes and conditions 20, 10 (200, 10) 200, 20

() corresponds to Ec dataset.
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A comparison of the performance between PCOBA
and other evolutionary algorithms is shown in Table 2.
The results contain the averages and standard deviations
after 100 runs. The fitness was mostly affected by the
residue score. For Ea and Eb datasets, the residue scores
of PCOBA outperformed the other three algorithms.
Our algorithm could find a bicluster including coherent
elements better than a conventional evolutionary algo-
rithm, such as the simple GA, could, whereas GA often
failed to find a homogenous block structure. The higher
standard deviation of the scores and fitness was inter-
preted as an open failure. Although CGA and EDA
showed better residue scores than GA did, they were
not superior to PCOBA. EDA tended to improve the

volume score, whereas CGA tended to focus on the resi-
due score. This result may indicate that PCOBA takes
advantage of both algorithms. When Eb formed multi-
modal landscapes, our analysis tried to find a single
local optimum less than δ. In the Eb dataset embedding
multiple homogenous blocks, the fitness values of all
algorithms were better than those using the Ea dataset.
Usually, real datasets, such as gene expression data,

have large dimensions and contain multiple homogenous
blocks, and it is difficult to obtain good solutions using a
real dataset. Thus, Ec was utilized as an alternative data-
set to evaluate the performance considering the scalabil-
ity in the dataset size. All the algorithms found scores
less than δ. The average scores of the three algorithms

Figure 3 Simulation results of PCOBA using the synthetic dataset, Ea. (a) A plot showing the fitness over generations. (b) The mean residue
score at each generation. (c) The variance versus generation is shown. (d) A plot showing the change in volume. These plots show the average
and variance of 100 runs.
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were little different. However, PCOBA had a high value
for the volume term.

Comparison with other biclustering algorithms
We compared the performance with previous Cheng and
Church (CC) and the Order Preserving Submatrix
(OPSM) biclustering algorithms using the cell cycle
expression data of a yeast Saccharomyces cerevisiae. The
CC algorithm was proposed by Cheng and Church [2]
and employs the heuristic in a relaxed “greedy” search.
We set the parameter of the CC algorithm, δ, with the
identical value to our parameter. The OPSM was intro-
duced by Ben-Dor et al., [25]. It was designed to discover
biclusters exhibiting coherent behavior in the columns.
Thus, this algorithm focuses on the relative order of the
columns.
The performance of the three algorithms is presented

in Table 3. All the average and standard deviation values
are the result of the ten best biclusters after one run. The
residue score of our algorithm was similar to that of the
CC algorithm. The average of residue score was less than
220. The average variance of PCOBA was marginally bet-
ter than that of the CC algorithm. Although the OPSM
algorithm yielded high-variance results, its residue score
was inferior to those of PCOBA and the CC algorithm.
As the OPSM algorithm induces a high variance, then it

was easier to show poorer residue scores. This may be
due to the characteristic of the OPSM algorithm that
focuses on coherent behavior to find biclusters. In
respect to the volume, the average volumes of the three
algorithms were similar. However, the CC and the OPSM
algorithms tended to find larger gene sets. Among all the
biclusters they found, the volume of only one bicluster
dominated the others. The biclusters found by PCOBA
were not larger than the volume size, 200, but PCOBA
balanced suitably the three terms as a whole, in that it
outperformed other algorithms.

Functional analysis of the discovered clusters by PCOBA
To validate the discovered biclusters, we analysed the
functional correlations between clustered genes by Pro-
tein Interaction Network Analysis (PINA) [26] for yeast
dataset. We show two biclusters with more biological sig-
nificance in this study. Table S1 (Additional File 1) pre-
sents the identified two biclusters with most enriched
GO biological process terms and KEEG pathways (p-
value < 0.01). In particular, ‘cell cycle’ is exactly assigned
as an enriched pathway in Cluster I, of which members
are highly modulated by protein interaction. ‘metabolic
process’ related terms are enriched in Cluster II. It has
been known that metabolism of methionine has been
associated with cell cycle progression [27]. These

Table 2 Comparison of the performance of PCOBA and other evolutionary algorithms.

Datasets Algorithms Avg. Fitness Avg. Residue Avg. Variance Avg. Volume

Ea GA 11.96 ± 16.32 203.51 ± 323.67 19745 ± 9587.70 105.28 ± 54.28

CGA 3.90 ± 6.99 36.63 ± 140.32 21220 ± 7202 72.39 ± 20.11

EDA 5.80 ± 11.14 81.84 ± 220.84 23527 ± 6719.4 127.48 ± 21.64

PCOBA 1.88 ± 0.06 0.05 ± 0.00 26254 ± 833.22 104.90 ± 8.49

Eb GA 5.59 ± 10.16 76.67 ± 201.51 18570 ± 7496.3 107.17 ± 38.87

CGA 3.05 ± 5.02 20.03 ± 100.81 22489 ± 6876.7 75.49 ± 18.99

EDA 5.12 ± 8.28 67.63 ± 163.60 20862 ± 6834.7 112.36 ± 44.52

PCOBA 2.03 ± 1.35 2.74 ± 26.88 25199 ± 3295.9 99.66 ± 16.92

Ec GA 2.21 ± 0.02 262.63 ± 9.05 3807.20 ± 1068 470.96 ± 18.90

CGA 2.20 ± 0.03 263.09 ± 7.55 3229.40 ± 1160.4 443.00 ± 19.07

EDA 2.22 ± 0.05 263.94 ± 6.96 2359.70 ± 228.74 450.83 ± 50.57

PCOBA 1.94 ± 0.05 265.01 ± 4.63 2473.50 ± 176.1 562.63 ± 47.43

Mean and standard deviation values after 100 independent runs are shown.

The lower score means the expression values in cluster are more similar.

Table 3 Performance between PCOBA and other biclustering algorithm.

PCOBA CC OPSM

Avg. Residue 219.15 ± 1.14 221.40 ± 8.99 447.72 ± 88.36

Avg. Variance 412.11 ± 17.62 404.67 ± 134.26 1224.89 ± 415.95

Avg. Volume 1321.30 ± 102.82 1369.18 ± 366.90 1365.40 ± 1642.85

Avg. Num. (Genes) 92.40 ± 1.64 98.54 ± 21.89 265.10 ± 412.22

Avg. Num. (Conditions) 14.30 ± 0.48 12.18 ± 2.37 8.50 ± 3.02

Mean and standard deviation values of the ten best biclusters after single run are shown.

The lower score means the expression values in cluster are more similar.
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properties confirm the biological relevance of the identi-
fied biclusters.

Conclusions
We have proposed the biclustering algorithm (PCOBA)
that can cluster the rows and columns in a two-dimen-
sional matrix simultaneously, based on coevolutionary
searching. PCOBA can be considered to be a synergistic
optimization technique that combines a coevolutionary
search with a population-based probabilistic search. In
particular, it is a novel algorithm that can obtain highly
correlated patterns from variables of a two-way problem
in a dataset having a matrix form. In detail, it could be
an efficient procedure to discover coherent patterns,
since our algorithm tries to decompose a task using coe-
volutionary searching, and utilizes former global infor-
mation in a complex problem of a large-scale matrix.
The performance of the proposed PCOBA was tested
using synthetic datasets. Our algorithm outperformed
conventional evolutionary computing methods including
genetic algorithm, coevolutionary genetic algorithm, and
estimation of distribution algorithm. In addition, the
results from yeast expression datasets showed that our
method can offer biclusters of higher quality in regards
to coherent patterns. Our proposed method provides
substantial guidance for the development of algorithms
for finding hidden patterns from datasets in a matrix
form that are generated in various research fields,
including biology.

Additional material

Additional file 1: Table S1 - Enriched interactome modules from
yeast modules by PINA.
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